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ABSTRACT

Let W~~~ = {f : f E ~n-l10 , ~J f(n l) absolutely continuous ,

1(n) L°° 1 0, 1J ) .  We consider the extremum problem

sup( 1~ f (k ) (~ ) + ~f
(k_ l )

(~ ) I : f € ~~~~ IIf Iç, ~~. I, II f~’~ II~ ~~. o~ }

where ~ € [0 , 1J , l~~~k < n  - 1 , and 
~~, 

p. real , are all fixed.

We delineate a class P(o- ) of perfect splines of degree n , each
• element of which attains the above supremum for some ~~, k, x and p.,

as above , and such that for each ~~, k, x and p., as above , there

exists a P P(a- ) which achieves the above supremum .
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• 
SOME EXTREMAL PROPERTIES OF PERF ECT SPLINES AND THE

POINTW I SE LANDAU PROBLEM ON THE FINITE INTERVAL

Allan P inkus

~ 1. Introduction

Let W~~’~ = W~~~[O , l 1 = {f : f 0n 1 10 , 11, f ( f l l ) absolutely

con tinuous , f~~ ~ L [ 0 , 1]) .  In this paper we consider the

extremum problem

( 1.1) sup{ Ix f~~~( ~
) + p.f

l) (~ ) I : f ~~~~~ ( I f II~ < 1, II f~~ II~ ~ i f )

where ~ € [0 , 11, 1 < k < n - 1, and X , ~i real , are all fixed , and 11 f1~

denotes the usual L norm on [0 , 1] .

We pro ve that In the discussion of (1 . 1), it is sufficient to consider

a specific class P ( r )  of perfect splines P(x) of degree n which

satisfy (I P II~ = I and 1j~~(n) jj o~, and certain more restrictive

requirements as stipulated in Theorem 5.1. We also consider, in more

detail a special case of (1.1) , viz . ,

(1.2) sup{ g f(k)(~) I :1  ~~
(n) 

~~~~ ~ I, IIf~~lI~ ~~~~~~~~~

where ~ [0,1], l~~ k < n - 1 , fixed. The extremum problem (l.2)

may be regarded as a pointwlse version of the Landau problem on the

finite interval given by

(1.3) sup{ 1(f
(k) II~ : I c  ~~~~~ V f II~ 11~ IIt~~II~~ ~~~

) .
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(For a discussion of the Landau problem , see Schoenberg [ 17] and the

references therein.) By con struction of numerical differentiation formulae ,

we show that for each k , I ~ k ~~. n - 1, fixed , every element of P(o)

achieves the maxi m um in (1. 2) for at least one ~ c [0 , 1].

Our re sults may also be viewed as an extension of the pointwise

V. A. Markov inequalities for polynomials , to the appropriate Sobolev

space (cf .  the work of Gusev In [20 , p. 179-197 1).

The organization of this paper runs as follows . Sections 2 and 3

are preliminary sections where we list some known but , unfortunately,

not suff ic ient ly  well-known properties of perfect splines and generalized

perfect splines . In Section 4 , we show that in the consideration of the

extremum problem (1.1), it is sufficient to consider perfect splines with

at most a finite number of knots , the number depending on a- , and

which exhibit certain equioscillation properties. In Section 5, we prove

the main result (Theorem 5.1). Section 6 is a discussion of exact

numerical di fferentiation formulae on [0 , 1], and relates to (1. 2).

-2-
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j~
_ Preliminaries: Perfect Splines

In this section ,we list several properties of perfect splines which

shall prove use ful in the succeeding sections.

De finition 2.1.  A per fect spline on [0 , 1] of deQree n ~ ifli r kno ts

{~~j
} j j ,  0 < < 

~r < 1, is any function P(x) of the form

n-i r -

(2.1) P(x) ~ a.x + c[x~ + 2 ~ (—l )~(x —

i= 0 j=l

where, as usual, x~ = x~ jj x 0, and zero otherwise.

It is , at ti mes , more convenient to write P(x) in the equivalent

form

ri-i r - ~j +l
(2.  2) P(x) :- ~ a1

x’ nc “ (~ j ) 1 f  (x — t )“ 1 dt
1=0 j = 0

where 0, 
~r+l 

=

If c = 0, then we say that P(x) is a perfect spline of degree n

with -1 knots .

In what follows , all perfect splines under consideration are of

degree n , and we thus delete all reference to the degree of the perfect

spline.

Proposition 2.1. Any non-trivial perfect s~ lirie with exactly r knots

has at most n + r zeros. counting multiplicity.

‘ We count the multiplicity of a zero of a perfect spline in the

following manner:

—3—
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If is not a knot of P(x) ,  then we count multiplicity In the

usual manner , i . e . , P(x) has a zero of mult ipl ici ty m at x0 i f f

0 , 0 , 1~ . . . , rn I . ari d p( m ) ( X )  ~ 0. If x0 is a knot

of P~x ; , then P x) has a zero of mul t ip l ic i ty  m at x0, m ~~ . n — 1,

i f t  P~ ‘~ x 0
) z 0 , t 0 , 1, . .  . , m - I , and p~ 

m)
( X )  ~ 0. If P~~ (~ 0) = 0,

0 . 1 , . - , n - 1, the n since ~~~~~~~~~~~~~~~~ < 0, we say that

P(x) - it s a ~r .  Of ~~ ~up1i ity n it x
0

.

The prc~~t ct i~ropos itIon 2.1 ~s ~t simple consequence of Roll& s

Theorem , see Cava’etta t 4 I an d Karl in 8 J .

The converse to Pro position 2 .1  is contained in the following result.

Proposition 2.2. Given {x )~~
r
, 0< x < < x < 1, with— i i:! — 1— — n+r

x . < x , I , .. . , r. Then there exists a non-trivial perfect sp line
1 1+fl

P(x), ujrigye up .t~ mujtlplic,stipni b~ a constant, with exactl y r knots

such that P(x~) 0, i 1, . . . , n + r. Furthermore, if are

the knots of P(x) , then

(2. 3) X
1 

< < X
1~~~ , I = 1, . . . , r

~emark 2.1.  If f c  W~~ and x1_ 1 <x 1 x~~1 = = xj + m l  <x i+m , m~~ n , then

by f(x~) = 0 for J = I , . .  . , j + m — 1, we mean f~’~(x 1) 0, 1 = 0,1,.. .,m — 1.

For a proof of Proposition 2. 2 , see Cavaretta [4 1  and Karlin [8 J .

Theorem 2.1. U g ~~~~ ~~~ (x~)~~~’~
1 are given, 0 < ...

with x~ < ~~~~ i 1, .. . , r + 1, then there exists ~ perfect spline P(x)

with, at most r knots such that P(x1) 
= g(x

1
), i = 1, . .. , n + r + 1.

-4-
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(In case of equality among the x , , see Remark 2 .1 . )  Furthermore, for

any perfect spline wi th  at most  r knots satisfy ing the above Inter-

polating conditions,

(2.4) Il p~~J ! ~

Theorem 2 .  1 gives one of the essential extremizing properties of perfect

splines. For d proof ~ t the above theorem , see de Boor [1)  and Karlin [ 8 ) .

Theorem 2 . 2 .  Let i~(x ) be any perfect spline w t h  at most r knots

n+r+ l  * (n)and let {x~} .1  be given, as above. Set a tI~~ (I~~~~. Then

for each a ~ there exist two un ique perfect splines P (x) ~~~

each with exaç~ y r + 1 knots , satisfy ing

1. i = l , ... ,n + r + l

2. ~~~~ = J j p (fl ) (( a
-

(t_ 
~~ 

—
~~

- 
~~

3 . a- , E~,~~(1) -a

This theorem and applications thereo f may be found in Micchelli and

Miranker [16) ,  Gaffney and Powell [5 ] ,  and de Boor [ 2 ] .  The proo f Is essential-

ly due to Krein [13) and [14), see also Karlin and Studden [12 , p. 2 63].

To fix our notation, the fcilowinig definition shall hold throughout

this paper.

Definition 2.2. We say that a funct f e C[0 , 1J h~~ 
I points of

eguioscillation if there exist fx 1)~~ 1, 0 < x1 < < x1 < 1, 
~~~~~~ 

e c (—1 ,1)

such that f(x
1
)( —l)’c lj f fi ~ , I = 1, . . . , 1.

-5-



Theorem 2. 3. For each integer r > -1, there exists a perfect sp line

P(x), unique up to multiplication by -I, with expctly r knots such

lli ~i ~~ r L’ - 1, 
~~~~~ 

P (x) equioscillat e s at n + r + I points in [o ,iJ .
For a proof of thi s  theorem , see Tihomirov [19], Kar lin [ 9 ] ,  and

Cavaretta [ 4 ) .  Note that P0 = T , the Chebyshev polynomial of degree n ,

and P ~~T-1 n-I

Let a- = ~~~~~ II~ . Then , from Kar lIn [ 9 ] ,  we have

Proposition 2. 3. a
1

= 0 < a - 0 
< a-~ < . . .,  a t °° as r

Theorem 2 . 4 .  For a- E (a- , r
1
) there ex ists a perfect spline Z(x;a- )

with exactly r + 1 knots and n + r + 1 points of equioscillatior i such

that I( Z( ; a - ) II = I , and II Z~ ’~( ; a-) I! ~ = a- .  Furthermore, if P(x)

Is any perfect spline with the above properties, i.e. , having at most r + 1

knots, at least n + r + 1 points of equloscillation. and (( P H Q0 = 1,

a , then P(x) = * Z(x; a-) ~~ P(x) ± Z(l - x; a ).

A proof of the above result and a thorough discussion of this class

of perfect splines is to be found in Karlin [9 1. These perfect splines

Z(x; a-) are called Zolotarev perfect splines and Z(x;cr ) may be uniquely

determined by the normalization

1) Z(l ;cr) 1

ii) Z~’~~(l;cr ) a-

We define Z(x; a-) for a- = a- as P (x).

-6-



3. Preliminaries: Generalized Perfect Splines

Due to di fficulties which arise in working with perfect splines , we

introduce a particular notion of a generalized perfect spline and record its

various properties. The use of generalized per fect splines has previously

appeared In various context s , ci. Karlin [ 8] ,  [ 9 )  and [10 1, and de Boor [ 1 ) .

Rather than considering the Sobolev space ~~~~~ i. e.,  functions

f(x) on [0 , 1] of the fo rm

1(x) = ~~ a1x
1 

+ 
(n 1)! 

~ 
(x - t ) ~~

1h( t )dt ,

where h(t) = f~~~(t) e L~ [0 , 1], we define the functions
2

~ 
_ Lx-n)

1 r 2€ Iu .( x;e) = e r~ d1, i = 0, 1, . . . , ri - 1

(3.1)

K(x, t;€) = ,,1~L. f e 2€ (i - t)~~
1d 1

for c > 0 , and consider the space

= {f : f(x) = ~~ a1u 1(x;c) + 
(n 

1 
~ 

K(x,t;c)h(t)dt

where h c L°°[0,1]}

For ease of notation , we set (Nf)(x) = h(x), x e [0,1]. For € = 0,

this reduces to Nf (x ) = f~~ (x) . The advantages of dealing with W~~~( k )

rather than W
(1

~ will become obvious from this and the succeeding

section .

—7—
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It t s  important  to note that u .(x; ~~) —. X , 1 = 0, 1, . . . , n - 1, and

K (x , t ;c) — (x - t)~~
1, as £ 10 , un i formly  on [0,1) (and [0 , 1 ) c  [0 , 1] ) .

In general , whe n dealing with an extended complete Chebyshev
k

system (u (xfl~~~0, one replace s the natural derivatives by
dx

Dk 
.. . D1, where D1 is a firs t order different ia l  operator obtained

by a f actorization of {u .(x ) ) , c f .  Kar lin [7 , Chap. I 0 J .  However

u ,( x;c) is a monic po lynomial of degree I , and thus the natural
k

derivatives , I ~ k < n - 1, are mainta ined in our case. We now
dx

restate the results of Section 2 for generalized perfect splines.  The

proo fs of these results are either contained in the re ferences of the

previous section or are variants of the proo fs found therein .

Definition 3.1. We say that P(x; &) is a generalized perfect sp line ( G . P . S . 1

~~th r knots , if there exi s~~ = 0 < < < <1 =

such th at

n-i r ~j +1
( 3 . 2) P (x ;€ ) ~ a. u .(x;e)  + c ~ (-l )~ J K(x , t;c)dt

1=0 1=0

As in Section 2 , we have dropped all reference to the degree of

the G. P. S. For ease of notation , we shall also suppress the € through-

out this and the next section in the case where no ambiguity arises .

Pr~posit 1on 3. 1. An~ non-trivial G. P. S. with exactly r knots has at •

most n + r zeros~ counting mult iplicity .

_ _ _  
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Proposit ion 3 . 2  Given {x •}
f l+r  0 ~ x < < x < I , then there1 1 = 1 1— — fl +r

exists  a n on- t r iv ia l  C. P . S .  P(x),  unique up to a multiplicative

const ant ,  with exactly r knots such that  H x .) = 0 , 1 = 1, . . . , n + r.

An importa nt  di fference between perfect splines and generalized

p erfect  spl ine s  is that no restriction of the form x , < X i
÷ , i = I, .. . , r,

is made for  generalized perfect splines.

Theorem 3.1. I I f W~~ (~’ ) ,  ~j j~ç~ ( x } ~~~~
1 are given,

0 < X~~~~ 1 
< 1, then there exists a unique G. P . S .  P(x) ,

with at most r knots , such that P(x ,) = f(x .) ,  I = 1, . . . ,n + r + 1.

Furthermore , II N( P) I~ Il N( 1) H
00

Note that uniqueness obtains here but not in Theorem 2. 1.

It is important to note that  we may replace some of the Hermite

data given i n Theorem 3. 1 by even block data . This fact is of crucial

• Importance in the next section . We shall make use of the following

variant of Theo rem 3.1.

Theorem 3. 1(a) . If f W~~~(~’) ,  and {x ~~~~ ~ ~~~~~ k are given,

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ then there exist~~

unique G. P. S. P(x) with at most r knots such that P(x i ) =

= 1, . . . , n r - 1 ~~~~~ ~(k) (~ ) = f (k ) (~ ) ~(k_ 1)
(~ ) = f lk - l ) (~ ) Further-

more, H N ( P )  ~ < ~N ( f )  I1~
The interpolatory conditions are meant as stated except when, for

some t and som e m ~ k , x1 1  < x 1 = . .  Xl +m l ~ < X i+m~ In

which c I S C  we demand that P~~~(x ,) f~
’
~ ( x )  for I = 0 , l, . . . , m + 1.

~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~ — 
- _ -~~~~—
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I.

The em ~~~~~ Let P~x) be any G . P . S .  with at most r knots ,  and
n +r ~ l * -let {x . } . 1  , 0 

~~
X

n + r + i  
< I  be given. Set a- = ty P) ~~,

Then for each a- > 0*, there exis t  two unique  G. P. S. ‘s P (x) and

each with exactly r ~- I knots , sa t i s fy ing

1. P (x • )  = P ( x )  = P(x .) ,  i = I , .. . , n + r + 1a 1 a - I  1

2. H N P a- iL~) = II N P ) II  = a-

3. N( P ( l ) )  = a- , N(~~a-
( l))  = -a-

We state the fol lowing extension of Theorem 3. 2 , s imi la r to

Theorem 3 . 1 ( a ) .

Theorem 3 .2( p) .  Let P(x) be any G. P . S .  with at most  r ~n~ ts. and let

{x 1 )~~~~~ . 0 < x 1 < . -
~~ < Xn+r l < 1 , ~ 10 , 1] , and k , l ~~k ~ n - 1,

be given. Assume I I N(P)  L a- . Then for each a- > a , th ere exist

two unique C. P. S. ‘s P (x) and P (x), each with exactly r + 1 knot ,~~a cr

sa t i s fy i ng

I . Pa- (x~) = P(x .) , I = I , . . . , n + r — 1

~~~
. = p W(~ ) ~o 3 ) (~), = k - i , k

3. If N ( P ) j f  = II N(P ) f j  =

4. N( P
a-

( l))  = a- , ~~~ (I)) = —a-  .

Theorem 3. 3. For each intecer r ~ 0, there exists a G. P .S .  Pr(x),

unique up to mul t ip l icat ion  by - 1 , with exe~~j~ r knots such that

LL _________ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _



~~~r~~Q0 = 1, and P (x ) eguioscillates between I and -l at exactly

n + r 4 1 points in [0 , 11.

Set a- = I I N ( P ) I Ir r

Proposition 3. 3 .  a- 0 < a -  < a -  . .  . < a < . .. and a- 00 as r
-l 0 1 r — r

Theorem 3 . 4 .  For a E 

~° r ’ a- +i~~ 
there exist  two G. P .S .  ‘s Z .( x;a -) ,  1 1, 2 ,

uni que up to mult ip l icat ion by -I , with exactly r + 1 knots and

n + r points of equioscillation such that I I Z ( ~ ; a - ) H~~ 1 and

j I NZ . ( .  ;a ) 11
00 

= a- , I = 1, 2. Let {x~) 1, 0 < x ~ < . < X~~~~~~ 1 ~~ 1

denote the points of eguiosciliat ion of Z .(x;a - ) ,  i = 1, 2. Then, Z1(x;a -)

~~~ Z2(x;a) are differentiated by the fact that

(NZ 1( 1;a- ) ) ( Z 1(x 1
~~~ 1

; a- )) = a- , while (NZ 2 ( l ;a ) ) ( Z2 (x Z 
~~ 

a-” =

—Il—

~~ 1 ~~~~ ~~Mt-S-.44’-- •~-.Y- ~~~ -

j 
~~~- - -



~ 4. Perfect Splines are Suf f ic ien t

Set W~~~(~~~;a) = { f :  I ~~~~~~~~~ 1f f 
~~00

< 1, I I N ( f )  fI~ ~~ a- } .

We are interested in the problem

( 4 . 1)  sup j~~f (k) (~ ) + f (k- l ) (~ ) I
f W~~~(W ;a-)

for some ~. [0 , 1 ),  1 < k < n - I , fi xed , and X , ~.i real numbers .

We f i r s t  show that in the study of (4 .1 )  it is suff icient  to consider

generalized perfect splines with at most a finite number ( this  number is

dependent on a- ) of knots.

Theorem 4 .1 .  If a- [a- , a-~~ 1
), then for any f W

~~~
(
~ € ;a-) , there

exists a G . P . S .  P(x) with at most r + 4 knots such thpt P E

and = f~~)
(~~), j = k - 1, k .

We shall not consider the case where a = 0. In this and the

succeeding sections , if r = -1, then we understand a- [a 1, a- 0) to

mean a (a 1, a-0
).

In the proof of Theorem 4 .1 , we make use of the following sim ple

lemma.

Lemma 4.1. II P(x) Is p G. P. S. with r + 4 knots ,. I * ~~~~~~~ and there exist

{x .) ~~~~
2 , 0 < x 1~~~.~~ < x ~~~~2 < l  ~~~ ~~ [0 , 1] such th~~

1) P(x 1) = 1(x
1
), 1 = 1, . . . , n + r + 2

2) pW (~ ) = f ( J ) (~ ), = k - l , k -

~~~~~~~ 
3) I IN(P ) “ ce 

> II N (f) jj

-4
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-t

then P(x) - 1(x) has no addi t ional  zeros in j O , l J .

Proof. If P x )  - 1(x) has an additional zero , counting multiplicity ,

then by Theorem 3 . 1 ( a ) ,  II N P) fj  < f f N ( f) H . But this contradicts (3) .

The lemma is proven.
n+r + 3

Proof of Qrem 4 .l.  Let Z = — (f ~11, • ~~~~~~~ : ~ 0 , 
~ 

=

Let x0
(~~ = 0 , x~iQ 

~~~

. ,  i = 1, . . . , n + r f 3 , (X
n+r+3 W 

~~~~~~ 

and

assume f E  W~
1
~~(~~~;a-) .  Fro m Theorem 3. 1(a) ,  there exists , for each ~~~ E Z ,

a unique G. P .S .  P ( x ; ~ ) with at most r + 3 knots such that

1) P(x 1(.~j; .~.) = f(x .( .~ ) ) ,  I = 1, . . .  , n + r + 2.

2) ~~~ ;Q f~~~(~~), j = k - I , k

and furthermore , fIN (~~ ;Q) II~0 < If N ( f ) ff < a - .  Choose 5 > 0 , sufficiently

small , such that a + 6 < a
~~ 1

. From Theorem 3 .2 ( a ) ,  there exists a

unique G. P. S. P~ t x ; ~ ) with exactly r + 4 knots sat isfying 1), 2) , and

= a- + 6 , and N(P 5(l ;Q) a- + 6.

Define

m ( ~~) = max IP E (x;Q l , ~ = • ., n + r + 3
I 

x
1

(~ j < X .< x
i
(Q

M(Q = m ax m.(~) If P~ ( ;~~) 11
00

,
1, . . . , n+r+

and R 1(Q M(~ ) — m ( ~.), 1 1 , . . .  , n + r + 3. Note that R1(j) is a

cont inuous funct ion of ~ c Z .

*It Is our aim to prove the existence of a ~~~. Z fc~r which

*
I l P ~~ ( •  ;.~~, ) I I ç~ 1. The proo f of this fact is divided into three cases.

H L _ 
• - . - - - 
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* 

n+r+3 
*

Cpse I. ~~~~ ~~~~~~~ ~ Z such that ~ R~(L. ) = 0, ~~~
11114 i = l

= 0 f~ r sortie I = I , • . . , n + r + 3.

n +r+3 
* * *Since •~~ R~~, ) = 0 , M(~ ) = m 1i~ ) for all i = 1, • . . , n + r ~ 3.

* * *Now , for some i
0

, f~. = 0 , implyIng m , ( ~ ) = I P6(x . C ~. );~ ) J  =

f Ix ~ )) f  1. Thus lI~5( ;L. ) 1I
00 

= M(~ ) m . (.~ ) < 1 .
2 0 0

* 

n+r+3 
*

Case 2. There exists a ~ t Z such that ~ R .(~ ) 0 , and

* 

1= 1
> 0 , I -= 1, . . ., n + r + 3.

Since M(~~*) = I1 P 6( . ;C) 11
00

, if M(~~*) .~~~ 1, then we :re finished.

Assum e M(~~ ) = c > I. Then in each interval (x 11 (.~. ), x~~~. )) , there

exists a point z1, i = 1, . . . , n + r + 3, such that I P 6 (z~;L~ ) I  = c. 

*
From Lemma 4 .1 , since 11 111

00
< 1 , it follows that P 6(z . ;L.  )P 5(z ,~ 1;L, ) < 0 ,

i = 1, . . , n + r + 2.  Thus P6 (x; .~*) equloscillates at n + r + 3 points

between c and -c. From Theorem 3. 3, there exists the G. P. S. P +l (X)

with r + 1 knots and n + r + 2 points of equioscillation betw een 1 and -1.

Since c > 1, P 5(x;~ *) -P 1(x) has at least n + r + 2 sign changes in

[0 , 1] .  As a result of Theorem 3 .1, a-
~~1 = II NP r+ 1 1I

00 
~ fI~po(.;~*)L a-

But this  is a contradiction. Thus c .~~ 1.

n +r+3
Case 3. For p11 ~ ~ Z, ~ , R (Q > 0 .

1= 1
Consider the mapping

R(QI , i — 1 , . . . , n + r + 3 .
i n+ ;+3

~ R(Q
j = l

Since R1(Q Is a continuous function of j  C Z, there exists , by the

— 14-
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~~~~ *Brouwe r fixed-point theorem , a ~ Z such that

* 
R1()~~~

( 4 . 2 )  n - + r + 3  
* 

, i = 1, . .  • , n -# r -4- 3

L~.I

j = l

Since M(~~ ) = max m j (~~*) , there exists an i0 su ch th a t

* <
1 * *R , (

~ 
) - 0 ( M (~ ) m . (

~ 
) ) .  From ( 4 . 2 ) ,  t,. = 0 and thus

0 0 0

~*) 11
00 

= M(~ *) = m . ( ~~~) = I P6 (x~~(~~*); ~*)

*
= I f ( x . (~ )) I  ~~l .

Thus , for each a C 
~

a- ’a- +1~’ 
I i w~~~(~~ ;a- ) and S ~ 0 , small ,

there exists a G. P. S. P 6(x) with exactly r + 4 knots such that

= f ( J ) (~~), J = k — l , k , II~ 5 tl
00 ~~l , and 11NP 5 11

00 
= a + 6. Let

6 i 0. Since the class of G. P. S. ‘s with at most r + 4 knots in

W~’~~~r’; a  + 6) is closed and compact, it follows that there exists a

G. P.S.  P(x) with at most r + 4 knots such that II~ II00 ,~ 1, fI N ? “ 00 
=

and ~
(
~)(~) = f(3) (~ ), J = k - l , k . The theorem Is proven.

Rem ark 4.1.  By a more careful analysis , it is possible to prove that we

can , in fact , reduce the admissible class of generalized perfect splines

to those with at most r + 3 knots.

Remar k 4 .2 .  If I ~ W~~~(~( ; a - ) ,  then we may perturb 1( x) by any

g(x) = ~~~a . u 1(x;e) so as to increase H u li~, while keeping f I N f H ~,

unchanged. It there fo re follows that f ~~~~~ 5;a) which solves (4. 1)

must  sat isfy h i  lI~ 1.

—1 5—
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I~roposltlon 4. 1.  The supremum in (4 .1)  is pttained.

Proof. This follows by a standard compactness argument which is obviated

by Theorem 4.1.

Definition 4. 1.  Let P(x ) be a G. P.S.  with exactly I knots and

exactly ~ + I - 1 points of equloscillat lon

0 < x1 < • . .  < x~~~~ 1 < 1. We say that P(x) has opposite orientation if

P(x~~ 1 1 )N P(l )  < 0. ( This is equivalent to P(x 1) NP (0)( - 1) ’1 < 0 . )

Let p (u) denote the class of generalized perfect splines In

W~’~ (~’ ;a-) which maximize (4.1) for some ~, k , X , and ~ as prescribed.

The following theorem uses a perturbation technique which Is a

variant of that used in Karlln [10 , p. 470-472 ] .

Theorem 4 . 2 .  For every P e P (a -) ,  we have H P  

~~~ 
= 1 ~~~~g f IN?  0

00 
= a - .  More-

over, if P C P (a -) has I knots, then P has at least n + I - I

points of eguiosclllation. and if P has e~ act 1y n + I - 1 poInts of

eguioscillation, then P has opposite orientation.

Proof. If P ~ P (o-) , then H~ hI I by Remark 4 . 2 .  Assume that P(x)

has I knots and m points of equtoscillation {x1)~~ 1, 0 ~ x1 < < X

where , without los s of generality, we assume P (x 1) = (_ 1) 1+m , j = 1, . . . , m.

Choose y~ t (x 1, x +1) , i 1, . . . , m — 1, such that , In [y 1,y~~1J ,

P(x)(_ l )~~
m 

< I, I = 0 , 1, . . . ,m — 1, where y0 = 0, y = 1.

— 16—
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The idea of the proof is to construct , where the conditions of the

the orem -Ire not met , ~i G. P. S Q5( x) w i th  at most I knots for which

J = k - i , k , and such tha t  Il c~ ,. i , H N Q 6 H~ ~ a- .

Thi s would , by Remark 4 . .~~, contradict  the m a x i m i z i n g  property of P(x ).

Note that whil e we have restricted our ~it ten ti on ~ [o , i J ,  the

generalized perfect spl ines  are themselves well-defined for any x on

the real line with the retention of the appropriate results  of Section 3.

We construct  Q5(x) as follows: Q~ (x) is the G. P .S .  which sat isf ies

1) Q6 (y . ) = P(yj ,  i = 1, . . . , m — 1

2) Q~J~~~) = p( J ) (~~), j k - l , k

3) Q 5 (x~~) =  P(X m
) _ 6 =  1 — c , for 6 > 0 , small .

Case 1. NP(l) > 0 and m < n  ± 1 - 1.

4) Since n + I - m - I > 0 , choose n + I - m - I points in

(- 1, 0) an d let Q5(x) interpolate P(x) at these points .

We have imposed exactly n + I + 1 conditions upon Q6(x) .

Thus Q6(x) is uniquely de fined with at most I knots satisfying 1) - 4) .

Since P (x) and Q~(x) both have at most I knots , but are not identical by

condition 3), it follows from Theorem 3. 1(a) that P(x) - Q
5(x) has no addi-

tional zero s in ( - ‘
~ , 

k” ) .  Also , Q5(x) is a continuous function of 6 and ,

~

1T

~

t

~ 

_ _ _ _ _ _ _

~~~~~~



as S i 0, Q5
(x) -. P(x) uniformly on [o,l J . Therefore

hI Q 5 hi ,. < II~ If~ = 1, and NQ 6(l) NP( l)  > 0  for 6 > 0 , small .  By

assumption , NP( 1) > 0 , and by construction Q5(x) < P( x ) for all x ~ 1.

Thus NP( l) > NQ 6( l) > 0 , implying a- � I I N P  11
00 ? II N Q 6 II J,. -

Case 2. NP(l) < 0  ~~~ m < n + I - 2.

CondItions 1) - 3) of Case 1 specify m + 2 constraints on Q6( x ) .  To

construct Q6(x) as in Case 1, we must specify n + I + 1 conditions .

Thus we have n + I - m - 1 remaining “degrees of freedom ” . Since

n + I - m - l > 0 , we set Q6 ( 2) = P ( 2 ) . The r e m a i n i n g n + I - m - 2

conditions , if any, are specified as in condition 4) of Case 1. As above,

Q5(x) -~ P(x) as 6 4 0 , and 0Q 6 11
00 

< H~ iI
00 

= 1 for 5 > 0 , small ,

since P(x) - Q5 (x) has no additional zeros in (_ oo , 00 ) .  Since P (2) =

Q6(x) > P(x) for x > 2. Recall that N P ( l )  < 0 , and

NQ 5( l )  NP( I )  > 0  for S sufficiently small . The analysis

now follows that of Case 1.

It remains to prove that for P C P ( o ) ,  u N ?  11
00 

= a .  This fact

may be proven via the analysis of Case 1 o. 2. We do not enter into

the details. The theorem is proven.

We now wish to return to a consideration of ordinary perfect splines ,

I .e. , to the study of

(4 . 3) max IX f
(k) (~) + 1

(k_ 1)
(~ ) 1

t i
00

-18-



for some ~~, k , ~ and \ as stipulated earlier , where

W~~~(a) = :1  w~~, lu ff ,. < 1 , f I f
(n )

H t a - ) .

If P(x;e) ,  for each £ > 0 , is a generalized perfect spline

(see (3 .1))  such that II f~
( .  •

~~~ ) If = 1, ii NP( ;c) If a , and P(x ;e)

has I knots and m > 0 points of equioscillat ion then as e 4 0 ,

by an appropriate choice of subsequences , we obtain in the l imit  an

ordinary perfect spline P(x) for which j l~ f f = ~ j f~~~(~~~) jj = a , and

P( x) has at most I knots and at least m points of equioscillat ion .

(Fo r a more detailed proof of the l imit in g behaviour , see Karlin [8  1, [ 9 ] .

Suffice It to say th at since the convergence is uniform on [0 , 1], we

cannot lose points of equioscillation , nor can we gain kno ts . )

Theorems 4.1  and 4 . 2  l ead  to the following two results .

Theorem 4 . 3 .  If a- C 

~
a- ’ a- +j~’ then for each f C W~~~(a - ) ,  there ex~~t.~

a perfect spline P W~~~( a )  with at most r + 4 knots and such tha~t

~j p (n) 
H ,. a- , ~ ( J ) (~~) = f ( J ) (~ ), j = k - 1, k.

Theorem 4 .4 .  It is suf f ic ient  in the study of ( - 4 . 3 )  to consider perfect

s~ lines P(x) for which Ii~ h f ,. 1, j 1~ (n) 11 = a- and which ~~~~~~

satisfy the conditions that tf P(x) fl~~ I knots , then P(x) has at

least ~ + I - ~ ppjj~~ p 1 equioscil latlon. and if 1(x)  has exactly

n I - I points of eguioscillation 1 then P(x) has opposite orientation,

i . e . ,  P~~~(l) P ( x~~ 1 1 ) < 0  where ( x }~~~~~ , 0 ~ x1 < < x ~~~1 1  ~ 1

are the points of equiosci11ation~~~ P(x) on [0 , 11.

Rem ark 4. 3. We do not claim that every function f € W~~ (a-) maximiz ing

(-4 . 3) for some ~~, k , ~ and i.i is necessarily a perfect spline . 

-19-
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jS. The Main Theorem

We def ine , for e’ach a (0 , ~~~~) ,  a clas s of perfect splines P(a -)

such tha t  any P C  P(~~ ) sa t i s fi es  hI~~hi ,. - 1 and jj~ (n) j g = a , and

for which

A) if  a- = a- , r > 0 , then for an y P C p (a -) ,  either

1) P(x) = P
r

(X)
~ 

or

2) P(x) has r + 1 knots , n + r points of equloscillation ,

and opposite orientation .

( Recall that Pr(x) is the pefect spline , unique up to multiplication

by -1, with r knots and n + r + 1 points of equioscillat ion which

satisfies If~ Ii
00 

1, 11~ (n) g 1 = a~~. )

B) If  a 
~

a- r ’a- r+i~’ r ~ -1, then for any P C P (a -)~ one of the

following holds :

1) P(x) is a Zolotarev perfect spline Z(x;a-)

2) P(x) has r + 1 knots , n + r points of equloscillation , and

opposite orientation

3) P(x) has r + 2 knots , n + r + 1 points of equioscillation ,

and opposite orientation .

On the basl~ of Theorems 4. 3 and 4. 4, we shall prove the following

result.

Theorem 5.1. ~~ a > 0, then on considerin g

(5.1)  max 1~~f(k) (~ ) + ~f
(k_ l) (~ )

f E W ~~~(cT )

C [0 , 1], l~~~k~~~n — 1 , ~~ , ~ real, all fixed. it is sufficient to

consider the class of perfect splines (3(a-).

-20 -



The proof of Theorem 5 .1 re adily follows from the fol lowing propos it ion .

Proposition 5. 1. I f  P(x) is a per fect splir i e satisfy ing Ii ~ “00 
= I , with

exactly r + 1 knots , n + r points of equ losci l lat ion ,  and opposite

orientation , then

a ~~~~~~~~~~~~~~ < ar— l 00 r+ l

An important tool in the proo f of Propositi on 5. 1 and in the subsequent

section is a simple version of the Budan-Fourier Theorem for splines.

For the statement of the theore m , we need the following def in i t ions .

DefInition 5 . 1.  Let x = (x 1,. . . , x~ ) be a real vector of I components.

Then

j ) S (x) denotes the number of actual sign changes in the

sequence x1, . . . , x, with zero terms omitte d.

ii) S+ (x) counts the maximum number of sign changes in the

seque nce x1, . . . ,x1 where zero term s are assigned values

+1 ~~ -1, arbitrarily.

For exam ple,

S (-l , 0 , 1, -1, 0, -1) = 2 , S 4-(-l , 0 , 1, -1, 0 , -1) = 4

Definition 5 . 2 .  IL f ~ C[a , b J ,  1(x) ~ 0 in any subinterval (c , d), ~~

[a , b J ,  then Z1(a , b) counts the number of zeros of f(x) ~~ (a , b)

with the convention that if f(x) = 0, but I does not change !Ign at x ,

then the zero of I at x is coun ted twice.

Definition 5. 3. A ste p function g(x) ~~ (a , b) with a u nite number of j ump s

can always be written tn the form

-21- 
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g( x) a .(x - 
~~~~~~~~~~ 

where = a < 

~l < < 
~ 

< b  -

For such a iun cti on ,  we define

S( b)~~ 
= S ( a 0, a0 + a1, . . . , 

i~~0 
a .)

i .e. , S(a ~)(
~

) counts the number of strict sign changes of g(x) on (a , b).

On the basis of the above definitions , we may now state a version

of the Budan-Four ier Theore m for splines.

Theorem 5 . 2 .  (de Boor and Schoenberg [ 3 ) ,  Melkman [ 15 ]) .  IL s(x)

is a polynomial spline function of exact degree n ~~ [a , b j  ( i . e . ,

� 0 for some x e (a , b)), with finitely many (active) knots in

(a , b), all simple, and if s(x) � 0 on any subintervpl of (a , b), then,

Z ( a , b) .
~~ 

5(a , b) ( s )  + S (s(a) ,  s ’(a), . . . , s~~~( a+ ))

- S~ (s(b) , s ’(b) , . . . , S
(n) (b~ ) ) .

The following lemma is used in the proof of Proposition 5. 1

and in Section 6.

Lemma 5. 1. Assume P(x) is a Perfect ~pline with r + 1 knots

0 < 1 < ‘1r+1 < ~ n + r ~~ ints of eguioscillptipn

0 < x1 < < x  < 1 , and opposite orientation . Then

( 5 . 2 )  X~ < < X i+ n_ l~ I = 1, . . . , r + I

—2 2—
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4 Proof. P ’(x) vanishes at x 2 , . . . , Xn+r l~ 
Furthermore , if  x

1 ~ 0 , then

P ’(x 1) 0 , whil e if x1 = 0 , then since P(x ) has opposite orientation ,

the re exists a y1 < 0 such that p ’(y 1) 0. Similarly ,  if X~~ <

P ’(x ) 0 , while if x = 1 there exists a y > 1 such thatn+r n+r  ‘ n+r

= 0. From Proposition ~~ . 2 applIed to the perfect spline P ’(x)

of degree n - 1, and since 0 < 

~l’ 1r+l < 1, it follows that

i = l , . . - , r + l .
i i i+n—l

Proof of Proposition 5 . 1 .  The proof is divided into four cases.

Case 1 . Assume hI~~~ if 00 a- < a - 1 = hip~~I h .
Both ~(x) and P 1(X) exhibit n + r points of equioscillatlon on

[0 , 1]. Let {x , ) . 1 and {y 1)~~~ , 0 ~~ x1 < < Xn+r ~ 1~

0 y1 < . . .  < = 1, denote the points of equiosclllation of P(x) and

Pr 1
(X) on [0 , 11, respectively. Assume , without loss of generality, that

P(x .) P 1(y .) , I = 1, .. . , n + r. Since a- < a- 1, P(x) - Pr_j (x) cannot

vanish identically on any subinterval of [0 , 1], and there fore P(x) - Pr_ l (X)

has at least n + r zeros on [0 , 1] .  Thus P~~~(x) - P~~~(x) has at lea~ t

r sign changes on [0 , 1) .  But Pr l (X) has r - 1 knots and a- 1 > a- .

Therefore P~~~(x) - P~’~ (x) has at most r - I sign changes on [0 , 1] ,

a contradiction .

Case 2. Assume 11~ (n) 11 = > = uu~~ç.
Choose t > 0, sufficiently small , such that (1 — c)o- > a-

~~ 1. Thus

(I - £)P ~~~(X) ± P~~~(x) has exactly r + 1 sign changes on [0 , 1], whose

orientation is totally determined by P(n) (X) . Since P (x) has n + r + 2r+ 1

-23- 
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points of equioscillation and 11( 1 - e)P 11
00 

1 - £ < 1
~~r+l iI

00~
(1 - £)P(x)  ± P 1(x) has at least n + r + l  sign changes in (0 , 1), and thus

(1 - c)P ~~~(x) * P~~ (x) has at least r + 1 sign changes on (0 , 1). By the
(n) (n)previous remarks , (1 - e)P (x) ± Pr+1(X) has exactl y r + 1 sign changes.

However , the orientation of the sign changes in this second method is

determined by ± P +1(x) . A contradiction .

Case 3. Assume j 1~ (n) 
~ a- = j 1~ (n) 

~00 r— 1 r — l 00

Since we must consider the possibility of P(x) - Pr l (X) vanishing

on some subinterval of [0 , 11, the analysis is slightly more complicate d

than that of Cases 1 and 2. Let {ri. Y~~~, 0 < 11 < < 1r+l 
< 1, and

{x. ~~~~~~~ 
0 < x1 < < x ~~ < 1, denote the knots and points of equi-

oscillation of P(x), respectively, and let 
~~~~~~~ 

0 < < . < 
~~~~~ 

<

n+rand {y1) 1, 0 = y1 < y 2 < • . .  < y~~ = 1 denote the knots and points

of equioscillation of P l(X), re spectively. Since 
~~~~~~ 

= 0,

i = 2 , . . . , n + r - 1, it follows from Proposition 2 . 2  that y~~1 < <

i = 1, . . . , r — I . Assume , without loss of generality , that P(x + ) 
~r i ~

’n+r~
Since P(x) has opposite orientation , P~.1(0)P~~~(0) < 0 and

P(1(l)P
~~~

(l) < 0 , and therefore P(x) - Pr j (x) cannot vanish identically

on [0 , c J  or on [ 1 -  £ , l J  for e > 0 , small .  We wish to prove that

P(x) - Pr i (X) never vanishes Identically on any subinterval of [0 , 11.

Assume the converse.

Subcase 3. 1. There exists a such thp~ P(x) - Pr_ l (X) does not

vanish Identicp ljy on any subinterval ~f [0 , ~~J , ~~~~~~ P(x) - P 1(x) ~ 0

~~ ~~~ ~~~~ 

+ e ), C > 0, small.

-24- 
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Since 
~

- 1’(x) - P 1( x) has at least  i zeros in [0 , f , .) ,

and thus at  least  i — 1 in (0,~~). (We are counting zeros as in the

definit ion of Z. ) fur th ermore , s7 ~
( j

( 1~~ — ~; n) ) < I — 1, andr—l

p( t ) (~~ ) - p~1~(~~~ 0 , I 0 , 1, . .  . , n - 1. We now apply Theorem 5 . 2

to obtai n a contradiction .

Subcase 3.2 .  There ex sts an such that 1~ x) - 

~r- l~~ 
does not

vanish identically on any subinterval of [0 , q, J ,  P (x )  - Pr _ i (X ) 0

~~ ( r ~ , r i ,  + £) ,  C > 0 , small, and � 
~~~

. ,  j 1, . . . , r - 1-

Thus < < for some j 0 , 1, . . . , r — I , where = 0,

= 1. If = 0 or i -~ 1, then P~~~(X ) - P~~~(x) has no sign change

on (0 , r i ) .  However , y1 = 0 < x1 < (see (5 .  2)) .  Thus P(x) — Pr_ 1(X)

has at least one zero in [0, 
~~~

). A contradiction immediately follows

from Theorem 5.2. Thus < < for some 1~ . . . .~ r - I , and

i > 1. Now, S(0 
~~~~ 

— P~~~) mm {j , ~ - U, and since x1 <

from (5. 2), P(x) — Pr i (X) has at least i - i zeros in [0, i.), and at

least i - 2 in (0 , n , ).  An application of Theorem 5.2 now yields

- I < min{j, I - i}. Therefore i > - 1, and y. < 

~ 
< r~~. However ,

since y,, x. < i~~~, P( x) - P
1
(x) has at least I zeros in [0, 1.) (and

i - 1 zeros in (0 , r 1.) ) .  A contradiction ensues.

Since P(x) - P 1(x) cannot vanish identically in any subinterval

of (0 , 1 ~, and P (x) and Pr l (X) both equioscillate at n + r points

•with the same orientation , ( i . e . ,  P(x .) = 

~r— i~~i~’ i = I , .  . . , n + r ) ,

the analysis  of Case I Is applic able . Case 3 is proven.
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4. Assume jj~ (n) 1j = a- fl = fj p ~~~if
Orient P(x) and P~~1(X) so that P ‘~ (1) = P~~1( l ) .  Since P(x) and

P~~1(x) both have r + 1 knots , S~0 1~(P~~ - P~~~~~~) ~ r. Furthermore ,

P 1(l) � P( 1) , and P~~1(O ) � P(0) due to the opposite orientation of P(x).

Thus P(x) - P 1(x) cannGt vanish identically in ( 0 , c J  or [1 -

for c > 0 , small . If P(x) - P 1(x) does not vanish identically on any

subinterval of [0 , 1], then since P +1(X) has n + r + 2 points of equioscil-

lation , P(x) — P +1(x) has at least n + r + I zeros on [ 0 , 1] ,  hence on (0 , 1),

and application of Theorem 5. 2 Immediately leads to a contradiction. As

above, we prove that the hypothesis that P(x) - Pr+i (x) vanishes on some

subinterval of [0 , 11 is untenable.

r+ 1 n+rWe assume , as previously, that and {x~}1 1  are the

knots and points of equioscj flatlon of P(x), respectively. Let

ari d I y1 denote the ordere d set of knots and points of equloscillation ,
respectively, of P +1(x) .

Subcase j j. There exists a 
~ 

s~ ch~~~~ P(x) - P
~+i (x) does not

vanish identic~l1y on any subinte rval ‘if [0 , ~1J , ~~~~~~ P(x) - P~~1(x) 0

~~~~~ 
~~~~~ ~i + e), e > 0, small.

A contradiction follow s as in Subcase 3. 1.

Subcpse 4 . 2 .  There exists an such that P(x) - P +1(X) does~~~~
vanish identicqijy on any subintervel of (0 , 

~~ 
1, ~~~~~~ P( x) - P~÷1(x) 0

+ e), e ~ 0, lj2ialL and * 
~~
, J 1, . . ., r + 1.
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Thus < < 
~~+l for some j = 0, 1, . . . , r + 1, where = 0 ,

1. I~ = 0, then 0 < < 
~l’ and since ~(n) (0) =

it is necessary that I > 2 (i be even) In order that P(x) - P ÷1(x) 0

on ~~~~ ‘
~
i
~ 

e) .  However , 0 ~ x1 < x2 
K 

~2 ~ 
implying that

P(x) - F 
1(x) has at least one zero in [0 , n~

)
~ while S(0 ~ ) (P (n) 

- = 0.

A contra dict ion follows from Theorem 5 . 2 .  For j > 0 , S(0 1) (P - ~
(

) <

m i n { j ,  - i i , unless = i — I , in which case the bound is j — I = I — 2.

Since x < and y .~~1 < < i~~~, P(x) - P +1(x) has at least max~ j , i - 1)

zeros in [0 , r i ) .  An application of Theorem 5 . 2  implies I = i - 1. A

contradiction now follows fro m the above remarks .

The proposition is proven.

Proof of Theorem 5.1. On the basis of Theorems 4. 3 and 4. 4, it is sufficient

to consider perfect splines with a finite number of knots , which are of

norm 1, and where derivative is of norm a- . Certainly Z(x;o-) ,

the Zolotare v perfect spline, satisfies the condition of Theorem 4. 4 (if

a- = a- , then Z(x; a- ) P (x )) .  If P(x) is any perfect spline with

1 knots and at least n + I points of equioscillation , then P(x) = Z(x; ”y)

for some y. However iIz~’~ (x;’y) 
~‘ 00 

= y , so that if P(x) * Z(x ;o-), P(x)

h as I knots , n + I - I points of equioscillation , and opposite

orientation. From Proposition 5.1, a- 1 2  
< 

~~~~~~~~~ 11
00 

< a 1. The theorem

now follows. Q. E. D.

-27-

~

-- - _S~~~~~~~f~~ 



6. Numer icdj  Differentiation Formulae

V In Section 5, we proved that in the study of

(6. 1)  max lxf ~~ (~ ) ~ ~(k_ 1) (~,) f ,
f t  W~~~(a )

where 1 < k < n - 1, ~ t [0 , 1], and X , ~, real , all fixed , It is sufficient

to restrict ourselves to a consideration of the class of perfect

splines P(a -).

In this section , we study In greater detail a special case of (6.1),

namely,

(6. 2) max

f €  w~~ a-~
where l < k < n - 1  and ~ € [0 , 1], fixed.

From this study it will follow that for each k , 1 ~~. k ~~ n - 1, and each

P c P( o) ,  there exists at least one point ~ ~ [0 , 1] such that P

maximizes ( 6 . 2 ) .

A numerical differentiation formula is any equation of the form

( 6. 3) f (k) (~ ) = a 1f(y 1) + 
I 

K( t )f ~’~’~(t)dt

which Is valid for all f € W~~~. Given the formula (6.  3), it then follows

that

(6 4) 1f (k) (~ ) f  ~ 11 f 11
00 ~ Ia~I + IIf ~~Lf IK (t ) I dt .

i= l  0

Given P ~ P(a-) and k, 1 .~~ k .~~ n - 1, we shall fin d ~ c [0 , U , (a ) P_ ,

H 
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and K ( t )  sa t i s fying ( 6 . 3 )  for which equal i ty  holds for P in ( L . 4),

implyi ng that P maximize s ( 6 . 2 )  for k and ~, as above . (For

a fiscussion of numerical i i f ferent iat ion formulae on [o , l J ,  see

Kal lioniemi [ 6 ] . )

Pro position .1. Let P(x) be a perfect sp lmne with r + I knots,

{ri~ )
r l  0 < < < < 1, ~~4ct1y n + r points of egu losci l lat ion

0 < x1 < < x~~ < 1, ~pci ppposite orientation. Then there

exis ts  a non-tr ivi al  sp line s(x), ~nigue u ’~ to mul t i p l ica t ion  b~ ~ cpns t ant ,

of degree n — 1 with the r + 1 knots {rL }
r 4 u

l 
which va n ishe s ~t

n+rthe (x
~

}i 1 ,  I .e . ,

n—I - r+ l
1 \ n—l5( x) ~ b . x + c ( x  —

j O  1= 1

~~~~~~ s(x~) = 0, 1 = 1, . .  . , n + r , s(x) ~ o.
fiwthermore, s~~~(x) is not Identically zero on any subinterval

(a , b) QL [0 , l J ,  I = 0, 1, . . . , n — 1.

Proof. From (5. 2) we have x1 ~ 
< X i + l ,  I = 1, . . . ,r + 1. These are

explicitl y the conditions (see Schoenberg and Whitney [ 18 ) )  necessary

to insure the existence of the non-trivial 5(x) as in the statement of

the proposition , uniquely determIned up to a multiplicative constant ,

and such that s(x) = 0 1ff x = x i, I = 1, . . . , n + r. Thus , s(x) changes

sign at the (x~)~’~~ and also , s~~~~ (x) ~ 0 on [0 , 1].  Fro m

Theorem 5 .2 ,
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n + r 
~ ~~~ , 

( s )  + S (s(0),  . . $ (~~~2) (~~), (n- l) ( Q ) )

- S~~~( s(l), . . ., 
(n -2 ) (~) (n~ l) (~~

< r + 1 + n — 1 n + r.

Therefore equality holds throughout , implying that s(x) is a polynomial

of exact degree n - 1 in each interval ~~~~~ ~Q, I 1, .. . , r + 2 , where

110 0 , 1r +2 1, and hence ~~~~~~ does not vanish identically on

any subinterval (e , b) of [0 , 1], 1 0 , 1, . . . , n -1 .  Q . E . D .

By Proposition 6.1, s~~~(x) has exactl y n + r - k simple zero s

and vanishe s nowhere else on [0 , l J ,  k = 1, . . ., n - 2 , while s~~’~~~(x)

has r + 1 sign changes at Let L.K(
~

) denote the matrix

1 ... 1 0

x ... x 0
I n+r

k-I k—Ix ... x 01 n+r
k kx ... x k!1 n+r
k+ 1 k+l (k+ 1) !x . . .  x1 n+r 1!

n-i 
~~~~~~

-‘ (n-i) ! n-i-k
n+r (n-I—k) !

n-i n-I (n-i) ! n-i-k(x1—t Q~ ... (X~~~~—11
1

)~~ (n— i— Ic ) ! ~~ 
—

n-i n-i (n—I ) ! n-i-k
(X

i
_ l

r+i)+ ... (X
+

-1+i)
+ (n— i - k ) ! (

~ 
-

-30- 
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Since
4

(b  , . .  . b , c1, . . . , c ) L (
~~

) = ( s(x ) , .. . S( X )~ s(k) (~~))0 n—I . r+l k 1
=

it fo llows that det Lk ( f .) 0 at the points ~ for which s~~~(~~) = 0.

Thus , for k = 1, 2 , . . . , n — 2 , there exist  at least n + r - k points
(k )  n +r - k

~~~. ) .  for which det ~~~~~k) ) = 0 , 1 = I , . . . , n + r -  k.  (It rnay,I- i — I
in fact , be shown that Lk (

~ ) changes sign at ~~( k )  } n : r-k  
and

vanishes nowhere else in [0 , I ] . )

Since any f 1 W~~ may be written in the form

n-I 1
f( x ) = ~~, l x

i 
+ —

,
- f  (x — t) ~i 1  - - 

~~( t )dt( n - 1)i= 0  - 0

the existence of a numer ical quadrature formula of the form

= a f(y ) + f K ( t ) f ~~ ( t ) d t
~
-I ~ f ( ni = 1

(see (6.  3)) which is valid for all f where l~~~k < n - l , ~. i ( 0 , 1],

0 < y
1 

< ~~
. < y <  1, is equIvalent to the existence of numbers  (a~~~ , such that

I ~ a1y z 0 , 1 0 , 1, . . . , k - j
1= 1

I 1! 1—k
(6. 5) 

L 

~~ a1y1 ( 1 - k~~T ~ 
I = k , . . . , n - 1

1= 1

and

- 

t)~~~~~~ - a
1
(y. - t)~~~]

(6. 6)  K( t) = K~(t) L~ 
— - k) !  ~ -

— 3 1—

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  

_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _

—I

— 
—.— 

-- 

~
—-- -

~~~~
- - ..--- 

~~~~~~~~~~~~~~~~~~~ 
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Let P(x)  be the perfect spline considered in Proposit ion 6. 1.

Prop osition 6 . 2 .  For each ~ e ( 0 , 1] ,  there exists a numerica l  dIfferentia-

tion formula  of the form

(6. 7) f
(k ) (~~) V a 1(~ )f( x1) + (n - 1) !  f  K~ (t ) f ~~~(t )d t

such th at K~ (~~.) = 0 , 1 = I , . . ., r , j~~j~~~ {x1 )~~~ ~~~ ~~l ’~~~l ~~~
as in ProposItion 6. 1.

Proof. The proo f of Proposition 6. 2 is equivalent to solving the linear

system

1 . . . 1 a~ (~ ) 0

x . 01 n+r

k-I k—I
x . . .  x 0
1 n+r

k k
x . . .  X1 n+r

(6.8) ~~~~ . .. k-f l 
= 

(k +1) !
I n+r 1!

n-i n-i in-i)! n-i-kX (n-I-k) !
n-I n-i u i-i) ! n-i-k(x

1 — 11
) . .. (x~ ÷ —r i 1)~ ( n— 1—k) ~ ~~~ 

— 
l
i

)
+

n-i n-i in-I) ! n-I-k(X i
_ l

r ) + n+r~~ r~+ an÷r (
~~ (n —1 -k) !~~ 

— 

~r~+

-i
-32-
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Thi s can be achieved since the non-singularity of the above matrix is

equivalent to x , < 
~~ 

i = 1, . . . , r. For P(x) as above ,

x1 < i~~, < x
1~~~1 

< x . + , i = 1, . . . , r , and the result follows. Q. E. D.

For certain choices of ~~, we can make K~ vanish at 
~r+ l’ too . We have

1 . . .  1 0

x ... x 01 n+r

k kx . . .  x k!1 n+r

(6. 9) K~(1) = det D

n-I n-i (n-I) ! n-i-kx . . .  x1 n+r (n—i-k) !

n-i n-i (n- I ) ! n-I-k
(n-i-k) ! (

~ 
-

n-i n-i (n—i ) ! n-i-k
(X

1
— 1 ) ~ (‘Cn+r ’1r) + (n—i—k) ! (

~~~
— r i )

÷

n-i n-I (n-i) ! n-i-k(x
1-1)÷ 

. . .  ( x - ~) (n-i-k)! (
~ 

- i)~~~ 

-

where D is the reciprocal of the determinant of the matrix given in (6.8) .

Therefore , K~ (r i +i ) = D det L.K (
~~

) an d , for 1 .~~ k ~ ii - 2 , there exist s

(~
(k)}

n:r~k such that det J~ (~
(k)
) = 0, 1 = 1, . . .  , n + r - k. Set ~~~~~ 

= ~(k)

for some i = 1, . . . , n + r — k , and let aj (~ *) = a~ , i = 1, . . . , n + r ,

-~ 
- 

K ~(t) K( t ) .  Thus , K( rQ = 0, 1 = 1, . . .  , r + 1. 

~~~~~~~~~~~~~~ ~~~~~~~~~~~~~~~~~~~~~~~~~~~ 
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*Proposition 6. 3. For (a 1 J , K( t ) as above~
*1) a (_ l ) t

y �. O , i = 1, . . .  , n + r , where ~j + 1 ~~ —1 fixed and

2 ) K ( t ) ( — l ) ’b > O  j~~ ~~~~~~~~~~~ i = l , . . . , r + 2 , wh ere

10 = 0 , 1r+2 = 1 g~~ ~ + 1 or —1 , fixed.

Proof. Due to the possibili ty of degeneracies arising,

various cases need be considered. Let us first note

*that fro m (6.  9) and since x < < x , the support of K(t) is1 n - fr

necessarily contained in (x 1, X + ), i. e . ,  K~~ (~ 1) KW (x ) 0n+r ‘

I = 0, 1, .  . . , n - 2 , while K~’~’~~ = K (n l) (X +) = 0.(x 1—) n+r

Case 1. K(t) ~ 0 on any subinterval of (x i, x + ).

*Subcase 1. 1. ~ � x , J = 2 , .. . , n + r - I.

By the Budan-Fourier Theorem (Theorem 5. 2),

— 
n+r nl-r n-iZ (x , x ) < S (  ~~~~~ ~~~~~ ..K 1 n+r 1 = 2  i = 3

n-i .‘- (i) n— ibecause S ( {K W (x1+)}1 0 ) = 0, and S ’ ({K (x~~1-)) 1 0 ) = - I.

* * (I) * (i) *Since ~ �x ~, 2 , . . . , n + r , x < ~ < x  , and K (~ +) = K (~ -) ,1 n+r

i = 0 , l , . . . , n — l , i * n — l — k ,

(i) *S ({K (
~ 

- ~~~~~~~~~~~~~ ~

for l~~~k~~~n - 2 .  Thus ,

n+r n+r
* \-‘ *r + 1 

~ 
Z K(xi, xn+r+i ) ~ S (  ~ a1,  L~ 

a1, . , a ) - n + 3n+ri = 2  i=- 3

< n + r — 2 - n + 3 r + i .

- 34- 
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i-
Therefore equality holds throughout implying that K (t)  changes

-J

sig n at 
~~~ 

I = I r + I and vanishes nowhere else in (x1, x + ),

n t r
- \ *  * *and S ( _ 

a a ) = n f r - z .  This latter fact , together with
1_ 2 1 n r

* * *a 1 = 0 , implies a
~ a 1+1 < 0, i = 1, . . . , n + r — 1.

Subcase L4.~ ~* = x 1
, for some j = 2 , . . . , n + r — 1 .

Note that If k = 1, then ~ � x~ for any I = 2 , .. . , n + r + I from the

construction of s(x) in Proposition 6.1. If 1< k < n - 2  and ~~~~~
= x~, then once

again applying Theorem 5. 2 , It follows that K(t) has no additional

zeros other than its sign changes at (1~ }r+1
1, and

n+r n+r
S ( 2 . , a~ , . . .,  ~~ a *) = j _ 2

i = 2  i =j  ‘

n +r
S (  ~

1= 1+ 1 n r

while S ( ( K  (x +) ) ~~~ ) - S~ ({K (x~_ ) }~~~ ) = 3. The latter equality

n+r n+r
implies that ( ~~~ a ) (  ~~, a~ ) < 0 .  It -follows that a~ a 1 < 0 , i = I , . .  . , n + r - l .

1= 1 I zj + 1

Case 2. K(t) - 0 on some subinte rval of (xi, xn+r )

a) Assume the re exist i~, i 2, I ~~. i1 < 12 ~~. n + r, such that K(t ) ~-0

on any subinte rvai of (x~ , x1 
), and K(t) 0 for t € (x~ - c, x~ )

1 2  1
and t € (x1 , x1 + e) for some £ > 0, e sufficiently small.

2 2
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Subcase 2 .1 .  
~~~~~ 

4 [x 1 ,x1
].

By Theorem 5 .2 , Z K(x j , x j ) < ( i 2 
- I1 - 1) - (n - 1)  = 12 

- i1 
- n.

Moreover x . < r~. and 
~~~ - +1

< x . by ( 5 . 2 ) .
— 1 2 fl ‘

2

Thus , Z (x . , x , ) > i - I - n + 2 , a contradiction.K 11 12 2 1

* *Subcase 2 . 2 .  ~ = x . or = x111 2 -

We follow the previous analysis to obtain ZK(x j , x . ) < i
2 

- 1~ - n + 1.

1 2
But as above, Z~~x . ,  x , )  > - I

1 
- n + 2. A contradiction.

b) Assume K(t) vanishes identically on (x i, ~ ), ~ � x ., 

*
= 1, . . . , n + r , while K(t) ~ 0 on any subinterval of (~ , x~ ) .

2
Adapting the previous analysis , one Is again led to a

contradiction .

Thus the support of K(t) is necessarily a connected intervai

*(x 1 , x1 ), and ~ C (x~ ,x , ).  We now reapply the analysis of Case 1,
1 2  1 2

where we make use of the result ( 5 . 2 ) ,  namely, x~ < and 1i -n+l < x .

* 
1 1 2 2

Note that for < n + r , a . = 0, j = i2 + I , . . . , n + r , while if i
1 ~ 1,

* 
n+r 

*
then a

1 
= 0 , j 1, . . . , i~ — 1, and L a

1 
= 0.

3 = Ii

It follows that a*a~÷1 
< 0, J = i~, . .  . , i~ - 1, and K(t) changes

sign in (x~ , x1 ) at i~~ , .  • 
~ -n+l and vanishes nowhere else In

1 2  1 2
(x~ , x. ), implying as well that

and 112-n+ 2 > X
i 

. 

,

This proves Proposition 6. 3.
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Theorem 611. Let P(x) be a perfect spline with r + 1 knots , n + r

* (k)points of equiosclllation, and opposite orientation. Let ~ = for

some i 1 n + r — k , and 1 ~~. k ~~. n - 2 , as in Proposition 6 . 3 .

Then for any f ‘ W~~~, ( I f  H~ ~ II P U ,~ and j ( f (n )  
~~ II p ’~ II~ , we

h~ye f(k ) (~~~) < (~ (k) (~~*)

Proof.

f (k) (~~*) = ~~~ a~ f(x 1) + (n - 1 ) !  f K~~ (t ) f~~ (t)dt

where {a *)~~~ and K ~(t) satisfy the conditions of Pro posItion 6. 3. Thus ,

~ H f I L ~ 
~~+r~~ 

+ (n - i ) !  Il f (n ) II~ 
1 

I K ~~ ( t ) i d t .

Now 
~~ 

ai P(x i ) = e ( I F II~, 
‘

~~~ 

(a 1 1 , where c +1 or —I , fi xed ,

and f K ~(t)P ~~~(t)dt = ~ o~ ’) o~ f  ( K  ~(t) I dt , where X = +1 or —1 , fixed.
0~~~~ 0 ~

To prove the theorem , it is necessary that we show that c =

Assume that supp K ~(t) = (x i , x i ). For t = x~ - t~, 5 > 0 ,
1 2  2

* n-ismall , ~ ,,,(t)  = —a 1 (x 1 
- t) + , and therefore

2 2

(6. i i )  sgn K ~(t ) = —s gn a~ for t C ~x , — 5 , x~
2 2 2

i +n+r
Assume P(x~)(_ i) t4

~
lf t  

> 0, i I , . . . , n + r. Thus , sgn P(x 1 ) = (— 1) 2

Since P(x) has opposite orientation , P~~~(t)( -l) t
~~ > 0 for < t  <

i 0, 1, . . . , r + 1, where 10 0, 1r+2 = 1. From (6.10),

( ) i2 —n+r+ l

~i -n+ 1 
< x

1 
< 1~ ~~ 

Hence, for t C (x
1 

- S, x~ ), P ~ (t)(— i )  > 0.
2 2 2 2 2

It there fore follows from (6. Il)  that e = ).. The theorem is proven.
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I.

P(o )  conta ins perfect splines of the above form as well as Zoiotarev

perfect spl ines .  For r ( ( 1 ,a
+1

), the Zolotarev perfect spline has r + 1

knots ari d n + r + 1 points of equioscillation . Any other perfect spline P(x)

sa t i s fy ing  these properties is such that P(x) = ±Z(x;c r ) or P(x) = ±Z( l - x;cr )

(see Theorem 2.4). Let us assume the normalization Z(l ;o- ) = 1 and

z(n ) (l ;~ ) ~~, which uniquel y determines Z(x;c r ) . Let 0 < x  < <x  < x  = 1— I n+r n+r+ I

denote the points of equiosclliation of Z(x ;o- ) and let

0 < • < < I denote its knots . Then , as in (5 .  2), x . < < X
~~n l ~

= 1, .  . . , r + 1. If we discard the point X + + i  = 1, then we see that

we are in the situation where the previous analysis is applicable.

° 

~r+l’ then Z(x; r ÷i ) P l(x).  P 1(x) has n + r + 2

poi nts of equioscili atton , one at zero and one at one , and r + 1 knots .

In order to apply the previous analysis , we delete the points of equi-

oscillation at 0 and I. Note that the point (or points if a- =

of equioscillation which are deleted are chosen in order that the perfect

spline have opposite orientation with respect to the remaining points of

equiosciliation .

Thus it follows that

Theorem 6.2.  For each a - >  0 ~~~ k , 1 ~~, k < n - 2 and for each P €

there exists at least one point ~ C (0 , 1) such that max i f
( l~ (~ )

f W~~~(a- ) ,  is attained by P(x) .

- 38—



The max imiza t ion  problem ( 6 . 2 )  where ~ - 0 or I , i . e . , an

endpoint , has been considered by Kar lin [11) .  If 
~ ° r ’ then P r

( X)

maximizes f ( k ) ( 1) I (and f (k) (0) j)  fo r all k = I , . . . , n - 1.  I I

~ ° r4 1’ then Z(x ;a)  with the above normalization maximizes

for k = 1, . .  . , n - 1. At the endpoint zero Z(l - x;cr ) is ,

of course , a ma ximizing function.  There are var ious methods of proof

of this  result. We refer the reader to Karlin [11 ] for a proo f which is

also given via a numerical  differentiat ion formula.

In the above analysis , we did not consider the case k = n - 1.

This was , in the main , d ue to various technical diff icul t ies  brought about

by the lack of continuity of S~~~~~~~~ (X) and K~(t) for k = n - I. Below,

we reconsider the relevant portions of the preceding analysis in order

to prove

Theorem 6. 3. Let P C Na-) . . Then, for any f ~ W~~’~( a - ) ,  we have

< ~~(n-l )~1~ j where Ti is any knot of P(x) .

We shall only consider the case where P(x) is a perfect spline

with r + I knots , n 4 r points of equiosclllation , and opposite

orientation. As Indicated above , the dnalysis remains valid for the

Zolotarev perfect splines with the previously considered modifications.

From Proposition 6. 1, ~~ ‘‘~(~ ) is a non-zero constant on each

r+ l
~~
‘
~~~

‘ i. +~
)
~ i 0 , 1, . . . , r + 1, where = 0 , Ti r-i-2 = 1 and (r i 1) , 1

are the knots of P(x) ,  an d S
(n -l)

(l~ .)5 (n_ i )
(11+) < 0, 1 = 1, . .  . , r + 1.

Let L(~~) denote the (n + r + 1) x (n + r + 1) matrix

-39-
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1 . . .  1 0

01 n+r

n-2 n-2x . . .  x 01 n+r
n-I  n —Ix . • .  x ( n - I ) !I n +r

fl -i n-i 0(x
1 

- 

~~~~~~ 
(X  - 

~~ (n - 1)! (~ -

(x
1 

- 

~r+i~+ •
~~~ 

(X n+r 
- 

~r+i~ + (n - 1) ! ~ 
-

where {X ,}
n14
~ are the points of equioscillation of P(x) . Since

< < X . 1 ,  i = I , .  . ., r + I , the (n + r) X (n + r) principal subrnatr ix

of L(~) obtained by deleting the last row and column Is non-singular.

Moreover ,

(b0, . .  . , b 1, c1, ..  . , c 1) L(~ ) = (0 , ..

Thus, If S
(n_

~ (~) � 0 , then det L(~ ) ~ 0. It then follows ,

since ~~~~~~~~~~~~~~~~~~~ < 0, j = 1, . . .  , r + 1 ,

that det L( 13
—) • det L( q . +) < 0 , j = 1, • . . , r + I .  Fix .~, I ~ I ~ r + I,

and let z r~ , I = 1, . . . ,  J — I , 
~~~ 

= 
~~~~~~~ 

I j, . • . , r . Construct the

numerical differentiation form ula

f~~~~)
( lj ) 

~~ 
a1f(x 1) (n — 1 ) !  f  K(t)f~~ (t)dt

such that K(~, 1) 0 , 1 = I , . ..  , r ,• where (x 1
)~~~ and are

as stipul a ted above . This construction is equivalent to solving the linear system

-40- i_ 
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i . . .  I a 0

x . ..  x . 0
1 n +r

n-2 n-2x . . .  x . 0I n+r

(6 . 12) n — i  n—i  =x . . .  x . (n - i ) !I n - f r

n-I  n- I  0(x
~

—
~~1

) . . • ( x —
~~i

)
~ 

.

an-fr (fl—1 ) !(fl
1
—~~)

Since Xi 
< 

~~~~
< x

1~.r,
_

1
, It follows that x. < 

~

,. < X H for

1, . . . , r and these are explicitly the conditions necessary to insure

the non-singularity of the above matrix. Now .

- 1 . . .  1 0

x .. . x  0
1 n - fr

n-2 n-2 01 n+ r
K(t) = det E ,

n-i  n-iX . . .  X ~f l - 1 ) !

(x~-~~ )~~~ . . • (x +~~~l)~~
l (n-l) !(i~-~~)~

(x
~
-
~~
)
~~
’ . ..  (x~~~-~~)~~’ (fl- l) !(~~-~~~~

(x n+r~
t)

~~
’ (n-i)
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where £ is the reciprocal of the determinant of the matrix given in (6.  12).

fl 4- r

Thus K(t)  = (n — 1) ! ( r p j - t) ° - 

~~~ 

a(x 1 
- t~~~~~~

1 sat isf ies  K(r, .)  = 0 ,

I 1, . . . , r , and K( 1~~) K ( 1 — )  0.

We wish to prove that a ( - 1) ~~ 0 , i - I , . . .  , n + r , where ~ =

or —1 , fixed , and K( t ) ( — 1  )1~ 0 for < t < r~~, I = I , . . . , r + 2 ,

where = 0, Tir+2 1 , and 6 + 1 or -1 , fixed. As in the proo f

of Proposition 6. 3, the analysis is divided into various cases. We shall

herein consider only the analogue of Case 1, Subcase 1.1 of Proposition 6. 3.

The remaining cases follow in a similar manner. Hence , let us assume

that K(t) ~ 0 on any subinter-val of (x1, x~~~ ) and 
~~~

, � x
1
, I = 2 , .. . , n + r - 1.

By Theorem 5 .2 ,

n#r n#r
Z~~x 1, lj ) I S ( ~~ ~~ . . . , 

~~~~~ 

a~ )

and 

+ S (K(x 1), . . ., K~~~~ (x 1+)) - S~ (K( 11
-), . . . , K~~~

1
~(1. -))

ZK( 
~~~

, Xn+r) I S ( ~~~a~ , .. . , a~~ r-
) + S (K( 11

+), .. . , K~~~~ (11
+))

- S (K( x~~~), .. . , K
(fl_ l)

(xn+r
_)) 

‘ I

for some I , 2 < t < n + r .  Thus

n+r
r ~ ZK(x , ,i~) + ZK(t i j , Xn+r) ~ s Q.., a~ , . .  ., a~~ .r-

) - (n - 1) - j
+ S (K( 11

+), . . . , K ’~(i~+)) - S (K( 1
1
-), . . . , K~~~~ (11

-)) ,
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i mplying

I ~ S ( ~~ i~+)~ . . . , K 0(n ~+ ))  - S~ (K( 
~~~~~~~ 

. . . ~~~~~~ ri -))

Since K~~(11
-) = KW (11

+) , I = 1, . . .  , n - I ,

S (K( ~~~~ 
. .  . , K~~~~ ( n~+))  - S~~~( K( 

~~~~~~~~~~~~~ 
., K~~~U ( n i

-)) < 1.

Equality in the above equations imply K( q +)K( i1
-) < 0 , K(t) ch anges

sign at 
~~~

, I = I , . . .  , r and nowhere else in (x 1, ‘i j ) U ( 1., x ) ,  and

a j a i_ l < 0 , i = I , . . .  , n -f r — 1.

The remaining analysis is totally analogous to that given for the

- case l < k < n - 2 .

Remark 6. 1. Note that the results of this section are independent of

Sections 3 and 4 , an d Theorem 5.1.

Remark~~ i. The results of this paper extend , mutatis mut andis , to the

class of functions

f( x ) = ~ a~u 1(x) + f  K(x , t)(Lf )( t )dt ,

where L is an nth order di f ferential operator of Polya type W (totally

disconjugate) on [0 , 11, {u 1(x) )~~~ is a basis of solutions of Lf = 0,

and K(x , t) is the fundamental solution for Lf = 0 obtained by zero

initial data at zero, see Karlin [8] — [111. The restriction j ( f (n ) 
~ <a -

is here replaced by (( LI ll~~~ 
< a .
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